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GRID IDE: Integrated Development Environment

IC2D: View, Manage, Control
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Grid IDE Overview (HELLn

ProActive features an integrated full-fledged Grid IDE (Integroted
Development Environment] named IC2D. It features graphical menitoring
and control, programming wizards, debugging ond optimizing tools
which all contribute to high-productivity grid development. Moreover,
enterprise developers can work in o familior setting within Eclipse
plugins; increazing both productivity and reducing the need for new
training.

Health of your
applications including
Graphical Monitoring

and Control,
Programming Wizards,
Debugging and
Optimizing Tools

Graphical Monitoring View
A graphical environment for remeote monitoring and
steering of distributed and grid applications.

It provides a graphical visvalisation for hosts, lave
Virtual Machines, and active objects, including the
topology and the volume of communications.
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TimIT Bench

A complete solution to benchmark and optimize
applications” performance.

TimIT is able to produce a large variety of
statistics, advanced
capabilities.

fimers with hierarchical

TimlT automatically generates statistical charts.
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GridCOMP ¢

Effective Components for the Grids

* GCM: Grid Component Model [ X
= Being defined in the NoE CoreGRID ——
(42 institutions)
= Open Source . Pro/ ObjectWeb
Implements a preliminary version of GCM Open Source Middleware

= Autonomic Features

= Service Oriented: NESSI relation exp. ProA )
(Services come to life from Cp) ro "'f‘\ifi

Programming, Composing, Deploying on the Grid

e GridCOMP takes:

= as a first specification, - '\J’ZE 5" 5"/7 -
= Pro as a starting point, and i i “_ et

Open Source reference implementation.
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GCM for Code Coupling :
Vibro Acoustic (courtesy of EADS)
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GCM for Electromagnetism: Jem3D
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Experiment Mesh size Number of Processors
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GRID PLUGTESTS A

THE INTERGFERABILITY SERVICE H i

Over 4 000 machines all over the world

e QOrganized together with:

(oreGAM_  ETS((C—)) WINRJA

* Using for interoperability:

ObjectWeb  ProActive §
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GRID Plugtests -- 2006 FlowShop contest

e Goal of the FlowShop contest

= Solve the 10 Taillard instances with 20 jobs and 20
machines

e 2005 FlowShop contest

= The winner was POZNAN PUTat3AM - POLAND (4
5815s)

* 2006 FlowShop contest (4 teams)
= BUPT — Beljing University - China
= Kanban System - University of Tokyo - Japan
* The winner is Kanban System: 553 s, 207
workers
= Beating 2005 FlowShop contest record Do
= BUPT: 13 760 s, 86 workers 1 4
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GRID Plugtests — 2006 NQueens contest
¢ Goal of the N-Queens contest

= Solve the maximum number of N-Queens solutions inl hour
= On a maximum number of machines
= With the most efficient algorithm

e 2006 N-Queens contest (10 teams)

= Eight Samurai - University of Tokyo — JAPAN
= FIT — Tsinghua University - CHINA

= BUPT — Beljing University - CHINA

= VU — Vrije University - NETHERLANDS

= ChinaGrid — CHINA

= MOAIS/Kaapi — FRANCE using direct login

= UDP - Diego Portales University - CHILE

= LSC/UFSM — BRAZIL

= POZNAN PUT@3AM - POLAND
= POZNAN OUTPUT - POLAND
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2006 N-Queens contest

* The 3rd ProActive Prize winner is VU — Vrije University
= Calculated N=22 Queens in 27mn

* The 2nd ProActive Prize winner is ex-aequo BUPT and
FIT with ~5 000 Billions solutions found on ~680 workers

* The 1st ProActive Prize winner is Eight Samourai with
~6 467 Billions solutions found deployed on 2193 workers

* The « Prix special du Jury » is MOAIS/Kaapi
= Calculated 8 times N=22 Queens ~21 528 Billions solutions
in 4600s (1h16mn) on 1348 Workers
= Computed N=22 Queens in 488s (8mn8s)

= And N=23 Queens ~24 233 Billions solutions in 4 415s
(1h13mn)
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Conclusion

Compete Next Year for the 2007 Grid Plugtest !
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