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ALL we started here

ApGridApGrid: Asia Pacific Partnership for Grid Computing: Asia Pacific Partnership for Grid Computing
Open community for Grid researchers in Asia Pacific

ApGridApGrid::
A meeting point for all Grid  researchers in Asia-Pacific
A communication channel to the GGF, and other grid communities 
(e.g. TeraGrid, UK-eScience, EUGrid, etc.)
A computing testbed for making real grid-collaboration
Kick off 1st meeting in 2000

India



NonNon--profit international profit international 
consortium established on 3 consortium established on 3 
June 1997. June 1997. 
Being a highBeing a high--performance performance 
network for R&D on advanced network for R&D on advanced 
next generation applications next generation applications 
and services. and services. 
Providing an advanced Providing an advanced 
networking environment for networking environment for 
the research and education the research and education 
community in Asiacommunity in Asia--Pacific.Pacific.
Promoting global collaboration.Promoting global collaboration.

Tightly collaborating with Tightly collaborating with 
TransPACTransPAC, TEIN., TEIN.
Having meetings twice a Having meetings twice a 
year.year.



Pacific Rim Application and 
Grid Middleware Assembly -

PRAGMA: 



Pacific Rim Application and Grid Middleware Assembly

NSFNSF--funded project lead by funded project lead by 
UCSD/SDSC. UCSD/SDSC. 
11stst workshop was held in March workshop was held in March 
2002. 2002. 
Establish sustained collaborations Establish sustained collaborations 
and advance the use of the Grid and advance the use of the Grid 
technologies for applications.technologies for applications.

Expected outcomes:Expected outcomes:
Advance scientific 
applications
Increase productive and 
effective use of the grid by 
researchers and scientists 
in the Pacific Rim
Increase interoperability of 
grid middleware in Pacific 
Rim and throughout the 
world

PRAGMA 11 Workshop attendees gather in Osaka, Japan



Cindy Zheng, Geon Workshop, 7/20/2006

PRAGMA Grid TestbedPRAGMA Grid Testbed
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Cindy Zheng, Geon Workshop, 7/20/2006



Cindy Zheng, Geon Workshop, 7/20/2006



APGrid PMA Members

9 Accredited 9 Accredited CAsCAs
In operation

AIST (Japan)
APAC (Australia)
ASGCC (Taiwan)
CNIC (China)
IHEP (China)
KEK (Japan)
NAREGI (Japan)

Will be in 
operation

NCHC (Taiwan)
NECTEC (Thailand)

1 CA under review1 CA under review
NGO (Singapore)

Will be reWill be re--accreditedaccredited
KISTI (Korea)

PlanningPlanning
PRAGMA (USA)
ThaiGrid (Thailand)

General membershipGeneral membership
Osaka U. (Japan)
U. Hong Kong (China)
U. Hyderabad (India)
USM (Malaysia)

Member

Proposal

Review

Accredited

Operation Audit
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Thailand National 
Grid Project

Putchong Uthayopas1 and Vara Varavithya2

1 Director
High Performance Computing and Networking Center

Kasetsart University, Bangkok, Thailand
pu@ku.ac.th

2 Department of Electrical Engineering
Faculty of Engineering

King Mongkut’s Institute of Technology North Bangkok
vara@kmitnb.ac.th



ThaiGrid Project
} Found Jan 2002

} Build up a long term research partnership to 
explore
} The construction of Grid testbed and    production 

environment 
} The building of Grid tools and middleware.
} The deployment of grid technology to support the mission 

of scientific discovery
} The development of Grid application



Computing 
InfrastructureTera Flops

Machine

Satellite
Clusters
32-proc.
Machine

Satellite
Clusters
32-proc.
Machine

Satellite
Clusters
32-proc.
Machine

Satellite
Clusters
32-proc.
Machine

16 Satellite Sites

High Speed 
Network



Applications
}8Health Care Data Grid
} High Performance Computing 

Applications
}Drug Design
}CFD
}FEM
}Evolutionary Computing

}Financial Application

Based on 
Participated Inst. 

Expertise



National GridNational Grid in in SingaporeSingapore

HingHing--YanYan LeeLee
Deputy Director, National Grid OfficeDeputy Director, National Grid Office



National Grid VisionNational Grid Vision

to facilitate the seamless use of an 
integrated cyber infrastructure in a 

secure, effective and efficient manner to 
advance scientific, engineering & bio-

medical R&D, 

with the longer term goal of transforming 
the Singapore economy using grid



National Grid Steering Committee
Chairman – Mr. Peter Ho

Facilitates & 
coordinates activities

National Grid
Office
(NGO)

Security

Middleware & Architecture

Governance & Policy

Applications

Network
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Virtual Grid Communities

System Administrators

Access Grid
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National Grid 
Operations 

Centre
(NGOC)

National Grid 
Competency 

Centre
(NGCC)

MTI
(A*STAR,
EDB, RIs)

MINDEF
(DSTA, DSO)

MITA
(IDA, MDA)

MOH
(Hospitals)

MOE
(Schools,

NUS, NTU)

Industry
(Lilly, Philips.
SCS, StarHub)

National Grid
Governance Council

(NGGC)



National
Development 
Project
2003~2006; 30M USD
(TWAREN 60M USD)

Build Advanced  
& Collaborative
Environment
for Research
Communities

Deploy Grid 
Infrastructure 
and Applications



AG for EDU Grid/E-learning

Group and Group Communication
On-Line Information Sharing

Multiple Communication

SARS Grid

ANL

Web-Based Access Grid

GIS
Sensor net
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Sustainable development for sustainable society and environment

Grid Middle ware
(Ninf, GridMPI, gfarm)

for Academia
(NAREGI)

for Business
(Business Grid)

Utility Computing
for SMB

e-Science
(Knowledge structuring)

Knowledge Utilization

Lower TCOLower TCO

Higher Reliability

Agility in system 
building

Computing PowerComputing Power

Better Scalability

Much larger 
capacity

Past
’95-00
Past

’95-00

Now
00-05
Now

00-05

Future
05-10

Future
05-10

10 Petaflop
computing

Service discovery 
and composition

Service discovery 
and composition

Resource 
commercialization

Resource 
commercialization

Better LifeBetter LifeR&D manufacturingR&D manufacturing BusinessBusiness

Service 
O

rientation
Service 

O
rientation

ITサービスベンチャー
独立系データセンター

コンテンツ産業



GIN

NAREGI Activities forNAREGI Activities for
Grid InteroperationGrid Interoperation

NAREGI programNAREGI program
National Institute of InformaticsNational Institute of Informatics

NAREGI at workNAREGI at work
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GINNAREGI GIN ActivitiesNAREGI GIN Activities

Developing an interoperation island with EGEE
Developing an Interoperation island with WS-GRAM 
based grids
JSDL interoperability (for Phase-2)
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GIN

NAREGI
(pbg1052.naregi.org)

EGEE
(lxdpm01.cern.ch)

srmcp gsiftp://pbg1052 srm://lxdpm01

GINGIN--data: SC06 Demonstrationdata: SC06 Demonstration
(NAREGI (NAREGI ÆÆ EGEE and EGEEEGEE and EGEE ÆÆ NAREGI File NAREGI File 

Copy)Copy)

SRM copy (srmcp) command was ported in NAREGI.
Bi-directional file copy can be performed by srmcp.

SRM client

SRM (DPM)
Server

Gfarm Server

srmcp srm://lxdpm01 gsiftp://pbg1052
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GIN
Architecture

Demo
NAREGI Æ EGEE: using NAREGI Workflow
EGEE Æ NAREGI: using glite WMS commands

EGEE user NAREGI user

gLite-WMS gLite-BDII NAREGI-ISGIN-BDII

lcgCElcgCE
PreWS-GRAM

gLite-UI NAREGI
Portal

Computing ResourceComputing Resource

NAREGI
GridVM

WS
GRAM

gliteCEgliteCE
NAREGI-GAHP

NAREGI Client Lib
NAREGI-SSNAREGI-SS

NAREGI-SC

Interop-SC

GINGIN--jobs: NAREGIjobs: NAREGI--EGEE EGEE 
Architecture & DemoArchitecture & Demo
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Resource as a Service: Grid Data Center

Resource
Provider
(GDC)

iDC

iDC

iDC

End user

Service Provider

iDC iDC iDC iDC

individual contract

End user

Service Provider

single contract with Grid Data Center

IDC Grid Data Center

Resource on demand



Grid Data Center

Job a Job b Jobc

Internet Data Center

Virtual Network Virtual Storage poolVirtual Server pool

virtual resourcesvirtual resources



The GridASPTM

The The GridASPGridASP is a utility framework for gridis a utility framework for grid--enabled Application enabled Application 
Service Providers (ASP) that supports technical enterprise Service Providers (ASP) that supports technical enterprise 
applicationsapplications
Three independent organizations federate as the ASPThree independent organizations federate as the ASP

AP (Application Provider)
Application packages and license management

RP (Resource Provider)
Resource management and job execution

SP (Service Provider)
Web portal and mediation between users and RP

GridASP AP

Application
License

Application Manager

RP

System Manager

End users
SP

ISVs for Life sciences, 
Automotive, CAE, etc.

Cluster managed by
LSF, SGE, PBS, Condor

Portal system

The GridASP is a registered trademark in Japan



Not just a PAPER WORK !

Proof-of-Concept experiment of GridASP business modelProof-of-Concept experiment of GridASP business model

End users
Pharmaceutical company Sankyo Co., Ltd.
Construction company: Kajima Corp.
Copying machine company: Fuji Xerox Co., Ltd.
Telecom company: NTT Corp.

Portal Company

Application Provider
Altair Engineering, Ltd.
The Japan Research Institute, Ltd.
Platform Computing KK
Fluent Asia Pacific Col, Ltd. 

System Integrator
Business Search Technologies Corp.
Sumisho Computer Systems Corp.

Resource Provider
TOKYO LEASE Corp.

NEC Fielding, Ltd.
NIWS Co., Ltd.

INTEC Web and Genome Informatics Corp.





Pharmaceutical company: Sankyo Co. Ltd.

Trial use 2005/10 ‒ 2006/2

Use outside resource (outsourcing)

Use quantum chemistry application which is required in pharma.

Evaluate GridASP from user point of view

Enduser
Sankyo

Portal
INTEC W&G

Resource Provider
AIST

InternetInternet

Organization Role

Sankyo Co. Ltd. zUser of GridASP system

INTEC Web and Genome Informatics 
Corporation

zOperator of GridASP Portal

Business Search Technology Corporation zIntegrator of GridASP system

AIST zProvider of  GridASP Toolkit
zProvider of AIST super cluster as a resource

When in-house computers 
are fully utilized, they want 

to outsource



Construction company: Kajima Corp.

Collaboration 2006/2-

Integrate in-house resources in the same environment.

Moved a part of the computing resources to GridASP environment

Implemented in-house application and ISV software (Nastran) in GridASP

Plan to move other computing resources to GridASP environment

GridASP Hitachi
SR11000

NEC
SX-8

Hitachi
HA8000

GridASP
Portal

Kajima Corp.

In-house 
user

Improvement of user 
environment on in-house 
computing resources



NIWS Co. Ltd.

Collaboration  2005/10-

Provide computing resources for a trial use of an Automobile company

Aims to new business by practical use of Data Center

An Automobile 
Company

NIWS  (Data Center)

Collision analysis

In-house computing resources are 
fully utilized just before the time 
limit of product delivery, etc.

GridASP
Portal
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www.geogrid.org
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For understanding the earthFor understanding the earth
-- Concept and System to integrate Global Earth Observation data Concept and System to integrate Global Earth Observation data --

Grid @ ASIA Grid @ ASIA 
in Seoulin Seoul

December 12December 12thth, 2006, 2006



www.geogrid.org
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Objectives of the GEO GridObjectives of the GEO Grid
Help Geo-* scientists to 
understand

Global warming, inventory of carbon 
dioxide

Kyoto protocol, environmental burden
Alternate energy

Biomass
Wind-power generator network

Harvest yield prediction/estimation
Weather, Soil, temperature, humidity, 
sunshine, etc.

Help decision makers to plan
Hazard mitigation

Earthquake, Landslide, Flood, Volcano 
eruption, Tsunami

Exploration of natural resources
Oil, natural gas, mineral 

Unbeknown applications
Games, Amusements, Personal geo-
record/history, etc.
Social science apps



www.geogrid.org
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AIST activities for building GEO GridAIST activities for building GEO Grid
Develop the prototype (initial) GEO Grid system

GEO* contents
Provide remote sensing data on-demand as the base map 
generated from primary ASTER, MODIS, PALSAR, and etc.
Provide Earth scientific information, such as geological and 
environment data, accumulated for a long period of time at 
AIST

IT Infrastructure
Adopt grid technology to accommodate applications with 
workflow hosted by Data Grids for the base map and 
Computing Grids for applications, map on-demand
Provide standard web service interface to compose applications 
including OGC service and working well with any OGC 
compliant browser
Maintain GEON interoperability

Applications
Geological and environmental studies



www.geogrid.org
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AIST GEO Grid Architecture  (IT Infrastructure)AIST GEO Grid Architecture  (IT Infrastructure)

Std Web Service I/F

Data Grid Computing Grid

OGSA basic services 

WSRF/WSN
Grid AAA
SAML 

Base Map

ASTER MODIS
ASTER & MODIS 

L0 or L1
L1A data will not be in public

NASA
(USA)

AIST

DSM/DEMPALSAR

MAP on Demand

AIST Supercluster
(11TFlops)

210TB /P4 3.5TB(raid5)/node x 60C

Application 
hosting engine

Interoperable i GEON

D
isaster

prevention

E
cology

A
griculture

G
eology

G
S

J data

G
IS

 data

U
S

G
S

 data

Field
S

ensors

Applications Overlayable GIS data

GML/G-XML

Tiled Wall Display

Visualization
service

AIST
CA

GEON
CA

gfarm

PALSAR

AIT
(Thailand)

Geometric, Radiometric &
Atmospheric Correction
Mosaic & Composite,

Image Processing

Tsukuba 
(Japan)

HATOYAMA (Japan)ASTER

MODIS

PALSAR

Application Middleware

No longer Tape Archives, 
All scenes on-demand
No longer Tape Archives, 
All scenes on-demand

Working together with 
global standards effort
Working together with 
global standards effort



www.geogrid.org
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Why Why ““GRIDGRID”” ??

Data Grid capability
large (>100TB) satellite imagery data

storage design, networking design
loosely couple of a wide variety of geographically distributed 
data

meta data (access method, server location,), ontology,
Computing Grid capability

on-demand generation of high level data products
adopt the most accurate geometric-, radiometric- and 
atmospheric-correction methods on-the-fly

simulation jobs may consume computing resources
a “common” requirement of computing grid

Grid Basic Service
compliance with owners’ access control policy of 
data/service

Grid Security Infrastructure – AuthN, AuthZ, Accounting
complex workflow support in portals incl. data access, 
simulation execution, visualization, etc.



www.geogrid.org
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Available Satellite DataAvailable Satellite Data

Sensor Characteristic Higher Level 
data

Original Data

ASTER Global DEM generation 
(stereo pair), Excellent 
geo-location accuracy, 
Powerful spectral 
analysis.

○

JPＥG images (Full 
resolution)、Land-
cover/Land-use 
map, Many kinds 
of Land Surface 
Map
(Seamless DEM ?)

△

Only for Research 
Collaboration

MODIS Daily Global observation. 
VIS-TIR 32bands for 
ocean, atmosphere and 
land

○ ○

PALSAR
JERS/SAR

Synthetic Aperture 
Radar

○？ △？

JERS/OPS DEM generation, VIS-
SWIR spectral bands  

○？ △？



www.geogrid.org
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GEO Grid in futureGEO Grid in future (IT (IT 
Infrastructure)Infrastructure)

Visualization
service

Visualization service

Appli. Middleware

Expand to the other
organizations

Expand to the otherExpand to the other
organizationsorganizations

OGC

Same Grid
File System

OGSAInteroperable

Interoperable

Expand to worldExpand to worldExpand to world

AIST
Data Grid Computing Grid

OGSA basic services 
Std Web Service I/F

Application

Prototype system in AISTPrototype system in AIST



火砕流シミュレーションのアプリケーションポータル



火砕流 メラピ山オルソ パラメータ設定



火砕流 メラピ山オルソ 処理結果
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IT Infrastructure enabled by GRID

GeoScience platform

GSI

KIGAM

KISTI

DEM ASIA

GIS@
Korea

A big picture (circa Oct., 2006)

USGS

UCSD

GIS @
US

GEON

GSJ

GTRC

GIS @
Japan

DEM ASIA

CACA

DMR

NECTEC

DEM ASIA

GIS @
Thailand

CACA

AIST
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GEO Grid Workshop

GEO Grid Workshop PRGEO Grid Workshop PR
Date: March 19(MON)-20(TUE), 2007
Venue: NECTEC campus in Bangkok, Thailand
Program

19th – Tutorial/Hands-on “GEO Grid”, “GEON”
20th – Activity report from early adaptors

Thailand, Vietnam, China, India, Japan, ,,

Host
AIST, NECTEC, PRAGMA/NSF
with support of CCOP, etc. 



Global Earth Observation Grid
http://www.geogrid.org/

Thank you very much 
for your attention !


